
The journalist enters the query term ‘vuur ’ 
(fire) and the first matching results are 
presented. 

The importance of the query in the title can 
be reduced and one of the scene semantics 
can be emphasized.

The details of the most relevant video are 
presented. 
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Task
Set up a system for journalists to explore video footage.

Challenge
• Queries from journalists and editors vary widely.
• Some queries point to specific people:

“Dutch prime minister shaking hands with king”
• Other queries target cinematics:

“A volcano erupting”

Contribution
Exploration-centric multimodal interactive search.
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Multimodal semantic video extraction
Video semantics are extracted from multimodal pre-trained networks.
These include scenes, objects, OCR, and actions from journalistic video 
footage.

Semantic query matching
Queries are matched with video semantics.
There is separate matching with text (OCR) and visual modalities.

Exploration-centric interaction
Initial results are unlikely to be positive given large query variety.
Exploration is encouraged through control sliders and query updates.


